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Introduction



Today’s Technological Landscape



What if there were a better way?



Thesis Structure

1. Introduction to Base Technologies
2. Overview of Access Methods
3. Implementing Select Access Methods
4. Analyzing Performance Benchmarks
5. Discussion of Benchmarks and Technologies
6. Conclusion and Future Outlook



Presentation Structure

1. Introduction
2. Methods
3. Optimizations
4. Results and Discussion
5. Implemented Use Cases
6. Future Use Cases
7. Conclusion



Access Methods



Userfaults



Principle of Locality



Memory Hierarchy



Page Faults



An Overview of Userfaults



Implementing Userfaults



Implementing Userfaults



File-Based Synchronization



mmap



Delta Synchronization



How can we use mmap and Delta Synchronization?



Caching Restrictions



Detecting File Changes



Speeding Up Hashing



Protocol & Multiplexer Hub



Delta Synchronization



Limitations



FUSE



What is FUSE?



FUSE Syscalls



FUSE for Memory Synchronization



Limitations



NBD



NBD Protocol



NBD for Memory Synchronization



go-nbd



Server



Client



Combining Server and Client into Mounts



Managed Mounts



RTT, LAN and WAN



r3map



Why not just NBD?



Chunking



Background Pull and Push



Pipeline Stages



Pipeline Components

● ArbitraryReadWriterAt
● ChunkedReadWriterAt
● SyncedReadWriterAt: Background Pull and Push



Concurrent Initialization



Device Lifecycle



Live Migration



Pre-Copy Migration



Post-Copy Migration



Workload Analysis



Why a new API?



Migration Protocol



Seeder



Leecher



Optimizations



Pluggable Encryption, Authentication and Transport



Concurrent Backends



Remote Stores as Backends



Redis



S3



ScyllaDB



Dudirekta



gRPC



fRPC



Results and Discussion



Testing Environment



Access Methods



Latency



Latency



Latency



Latency



Read Throughput



Read Throughput



Read Throughput



Read Throughput



Write Throughput



Discussing Access Methods



Initialization



Initialization



Initialization



Chunking



Read Throughput



Read Throughput



Read Throughput



RPC Frameworks



Throughput



Throughput



Throughput



Discussing RPC Frameworks



Backends



Latency



Latency



Throughput



Throughput



Throughput



Throughput



Throughput



Throughput



Throughput



Throughput



Throughput



Throughput



Discussing Backends



Implemented Use Cases



ram-dl



ram-dl



tapisk



tapisk



Future Use Cases



Improving Cloud Storage Clients



Universal Database, Media and Asset Streaming



Universal App State Mounts and Migrations



Conclusion



Thanks!
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